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One of the major problems of the motion capture-based computer animation technique is the

relatively high cost of equipment and low reuse rate of data. To overcome this problem,

many motion-editing methods have been developed. However, most of them can only handle

one character whose motions are preset, and hence cannot interact with its environment

automatically. In this paper, we construct a new architecture of multiple animated character

motion fusion, which not only enables the characters to perceive and respond to the virtual

environment, but also allows them to interact with each other. We will also discuss in detail

the key issues, such as motion planning, coordination of multiple animated characters and

generation of vivid continuous motions. Our experimental results will further testify to the

effectiveness of the new methodology. Copyright # 2002 John Wiley & Sons, Ltd.
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Introduction

Animation based on motion capture has become one of

the most promising areas in computer animation. But

the motion capture equipment is costly and the move-

ment of the players is restricted by the sensors. To be

able to reuse the data and make new movements, we

need to modify or edit the motion capture data before

retargeting it to animated characters. Recently, exten-

sive study has been done on these issues, which basi-

cally consists of three motion-editing techniques: (1)

movement curve fitting and control points adjusting

method;1 this method is not suitable when the move-

ment is big; (2) data signal processing;2,3 this promotes

reuse of the existing data; for example, motion warping,

presented by Witkin and Popvic,4 uses blending and

overlapping algorithms to generate new motion based

on existing motions. Bruderlin regards motion as signal.

Signal-processing techniques such as multi-resolution

filter, time warping, multi-target motion interpolation,

motion wave-shaping and motion displacement map-

ping are used to regenerate motions based on captured

motion data.5 (3) Space-time constraints method,6,7

which is suitable for generating interactive motion. It

generates constrained movements by solving objective

movement equations.8–10 Using this method, Popvic

and Witkin11 were able to transform captured motion

into new motions that preserve the original properties of

motion and satisfy users’ specifications, by solving

dynamic equations. Rose et al.12 were able to generate

the transition of two clips of motion. Lee and Shin13

were able to generate constrained motion using curve

fitting and inverse kinematics. But each instance re-

quires its unique equations and solutions, and it is

hard to generalize.

The above-mentioned methods have largely solved

the problem of reuse of data and regeneration of motion.

The problem is that they can only handle one character,

while in reality, multiple animated characters move

simultaneously in one scene. The space-time constraint,

imposed by the virtual environment and other charac-

ters, also changes constantly. Because the original mo-

tion is captured in a structural environment, before the

data is retargeted to animated characters in a complex,

non-structural environment, motion editing is always

needed. We think it is important to enable the automatic

perception of virtual scenes and the collaborative work

of multi-characters.

In this paper, we present the idea of motion fusion of

multiple animated characters and the approaches to fuse

multiple motions into one non-structured virtual scene

by improving the perception and self-decision-making

abilities of characters. Our basic idea is that, first, we
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apply motion decision-making and motion collabora-

tion to perceive the virtual environment and other

moving characters automatically. Second, a definite

state machine (DSM), dealing with motion mode and

space-time constraints imposed by the ambient scene

and other moving characters, is utilized to select a

suitable motion mode for each character intelligently.

Finally, for each character, available space-time con-

straints can be applied to solve continuous movement

based on constraints imposed by other characters, am-

bient virtual scene and animators. Different from avail-

able space-time constraints, our methods automatically

perceive the space-time constraints and improve the

perception and decision-making of each animated char-

acter.

TheArchitecture ofMultiple
AnimatedCharactersMotion

Fusion

We assume that human movement is a four-layer think-

ing-and-moving process. The process of animated char-

acters movement is analogous to human movement, as

shown in Table 1. Motion decision-making, motion

collaboration, motion solving and motion execution

are directly next to implement motion planning, colla-

boration, solving and displaying.

Based on the analogy between human movement and

animated character movement analysed above, the gen-

eral architecture of multi-character motion fusion is

conceived as consisting of four parts as illustrated in

Figure 1:

1. Motion decision-making layer: major steps are, first

modelling virtual scenes and writing the scripts of

producing animation; then planning multiple ani-

mated characters’ paths in non-structured virtual

scenes and breaking these paths into single charac-

ter’s path.

2. Motion collaboration layer: character–character col-

laboration and character–environment collaboration

are realized by settling two basic problems: (a) deci-

sion-making of discrete motion mode; (b) generating

space-time constraints imposed by virtual scenes and

other characters.

3. Motion-solving layer: two main steps are transform-

ing captured motion and resolving continuous move-

ment. The first step transforms the captured motion

and gets the approximate pose at each instance for

each character, while the latter solves continuous

motion of every discrete motion mode.

4. Motion execution layer: we retarget regenerated

continuous movement to different animated charac-

ters in a complex non-structured environment, and

produce one clip of vivid animation of multiple

animated characters moving collaboratively and

simultaneously.

In the study of fusing multi-character motion, there are

two main challenges: (1) animated characters’ ability of

self-determination to select the optimum path in non-

structured virtual environment is limited; (2) the deci-

sion-making strategy of the discrete motion mode of each

animated character and the solving of continuous move-

ment along a specific path are difficult to implement.

Discrete motion mode means the preferential motion

mode, such as walking, running and jumping, selected

by one character moving on the specific path, while

continuous movement means a sequence of poses for

one character moving on the specific path in a period of

time. Here we apply the idea presented by Kalisiak to

Layer Motion of human Motion of animated character

Motion decision-making Thepath andbehaviour are Animator plans the routine andprocess
decidedby thebrain of animatedcharactermovement

Motion collaboration Breakingmotion decision into units, Computer collaborates the relation
and collaboratewith ambient scenes among characters and environment, and

achieves the discretemotion strategy in
eachpartof thepath

Motion solving The specific pose at one time instant Computer solves the continuous
is solved movementof each animated character

Motion execution Eachpart of humanexecutes the Motion data drive the animated
solvedmotion characters tomove

Table1. The analogyof humanmovement andanimatedcharactersmovement

L. ZHONGXIANG ET AL.
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Copyright # 2002 John Wiley & Sons, Ltd. 276 J. Visual. Comput. Animat. 2002; 13: 275–285



path planning for multiple characters. A more thorough

introduction can be found in Kalisiak and van de Panne.14

In the later discussion, we will give the idea and

approaches to fuse multiple animated characters’ mo-

tion into one scene and show the experimental results.

CollaborationofMultiple
AnimatedCharacters

When we fuse multiple motions into one scene at the

same time, various characters should collaborate with

each other in thought and action, and work without

collision. On the other hand, a complex virtual environ-

ment always imposes various constraints on the char-

acters; thus each character must also collaborate with

the virtual environment. As a rule, in motion fusion of

multiple animated characters, collaboration includes

character-to-character collaboration and character-

to-environment collaboration. In the study of motion

fusion, the key issues relating to motion fusion are

motion collision detection and avoidance, motion

mode selection for each character moving on the specific

paths, analysis and specification on space-time con-

straints imposed by virtual environment and other

characters moving in the same scene, and so on.

Collaboration BetweenCharacters
andVirtual Environment

Nowadays, most commercial software devoted to com-

puter animation and games runs in a structured virtual

environment. When augmenting the vividness and di-

versity of the virtual environment, we need to make a

further study of the effects on character movement

resulting from the diversity and complexity of the

virtual scene as well as the bumpiness and stochasticity

of planned paths.

Generally, there are several steps in the collaboration

between animated characters and the virtual environ-

ment. First, space-time constraints imposed by the en-

vironment are analysed and specified. Second, by taking

Figure 1. General architecture for motion fusion.
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the space-time constraints as input, a definite state

machine is applied to deduce the motion mode of

animated characters satisfying the space-time con-

straints. Some of the constraints imposed by the virtual

scene are specified through a human–computer inter-

face; others are detected and specified by our system

automatically.

Collaboration amongCharacters

Collaboration in Action. Collaboration in action

consists of active collaboration and passive collabora-

tion. Active collaboration means that various animated

characters, like autonomous agents, readily react to the

ambient environment and other characters. For exam-

ple, if one character (A) finds another one (B) at time

instant t, A will make a self-decision of whether to shake

hands with B or not. Passive collaboration means that

the animator specifies the action of animated characters

in advance in order to accomplish one assigned task. For

example, the animator specifies that two characters

accomplish handshaking in a specific position at time

instant t.

In essence, the collaboration between animated char-

acter and environment can be regarded as the collabora-

tion between active character and immobile character.

Thus we can apply a DSM to deduce the mode of motion

in a specific path, and then solve continuous movement

by space-time constraint approaches and the numerical

optimum method.

Collaboration in Locomotion. Except for the action

collaboration among multiple animated characters,

multi-character motion fusion should guarantee the

collaboration of various characters in motion. As an

example, let us consider the situation of two characters

moving on the same path, where they may collide

with each other; or the situation of passing through a

bridge which actually only allows one person through

at a time. This bridge is regarded as an exclusive

resource an computer technology. If two characters

want to grab an exclusive resource synchronously, a

deadlock will occur. Therefore, before solving conti-

nuous movement for each animated character, we

need to detect the probability of collision of various

characters and deadlock resulting from grabbing exclu-

sive resources.

(1) Collision among multiple animated characters: As

a rule, any two rigid human bodies should not penetrate

each other. To avoid collision before deadlock occurs,

motion simulation is applied to detect collision. Once

collision has been detected, motion mode will be up-

dated to avoid collision accordingly.

Most of the presented approaches to detect collision

are reasonable but complicated to implement. In motion

fusion of multiple animated characters, we assume that

collision takes place when the Euclidean distance be-

tween character m and character n is less than a maximal

threshold dmax. When kqmðtÞ � qnðtÞk � dmax, we calcu-

late the distance between one joint in one character and

a triangular mesh composed of joints in the other

character. We then detect the point of intersection. If

the point of intersection is found, it means that

collision will occur in the process of movement; other-

wise, two characters will work smoothly. Based on a

knowledge of physiology, the maximal threshold can

be regarded as approximately half of the height of the

human model.

Once collision has been detected, there are different

strategies to avoid it: (1) maintain the former speed,

update the direction of movement; (2) maintain the

former direction, update the relative speed to other

characters; (3) change both the speed and direction.

(2) Management of exclusive resources: The com-

monly used approach to control exclusive resources is

by using tokens. But this cannot guarantee efficiency,

and therefore does not fit for managing non-exclusive

resources. In a collaborative virtual environment, dif-

ferent characters have different authentication to apply

to and operate on an exclusive resource; therefore this

approach cannot distribute an exclusive resource

equally. In order to overcome the shortcomings of

approaches using tokens in a multiple animated char-

acters motion fusion, we apply a two-layer management

strategy to control share of exclusive resources during

characters’ movements: (1) detect all exclusive resources

in the virtual environment, and then detect the char-

acters using exclusive resource; (2) based on the de-

tected results, we control concurrently the characters’

movement using preference.

DiscreteMotionDecision-Making

In the character-to-character collaboration and charac-

ter-to-environment collaboration, a character’s move-

ment is constrained by the ambient scene. From the

viewpoint of vividness and naturalness, in certain

phases of the path, different reasonable motion modes

should be selected. Therefore, depending upon the

constraints imposed by other characters and the virtual

environment, preferential motion modes suitable for
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specific phases of the path, such as walking, running,

climbing and jumping, should be selected before solving

continuous movement.

The discussions above are mainly to perceive the

space-time constraints imposed by the ambient virtual

environment and other moving characters. In the later

discussion, we need to make reasonable decisions based

on these constraints in order to help the virtual char-

acters to select preferable motion modes. In fusing

motions of multiple virtual characters, a DSM is intro-

duced to make intelligent decisions regarding motion

modes for the virtual characters. Creating a database of

constraints and a database of characters’ behaviour is

essential for intelligent decision-making. The database

of constraints cover the constraints imposed by the

ambient virtual scene, such as barrier, tunnel and

threshold, and the constraints imposed by other moving

virtual characters, such as shaking hands, nodding,

stooping down and standing aside. The database of

behaviour covers all possible motion modes in the

unstructured virtual environment.

To select a preferential mode of motion from various

types of motions, a DSM is introduced to solve discrete

motion. We introduce DSM not only as a method to

select the motion mode, but also as a breakthrough in

traditional computer animation directed by an anima-

tor. By using a DSM, we implement an active collabora-

tion methodology in computer animation, which

enables characters to perceive the ambient environment,

to make self-decisions of action and movement accord-

ing to the constraints imposed by the ambient scene and

other characters.

A DSM for selecting the motion mode can be depicted

as a set (Q,�,d) composed of triple elements. Q is a

definite set of states in which each element is one type of

motion mode, � is a finite set of inputs in which each

element is a space-time constraint imposed by other

characters or virtual scene. d: Q��!Q is the conver-

sion function of states, which means that when character

is in state q0ðq0 2 QÞ, if the constraint !ð! 2
P

Þ is input,

the DSM will output a definite state q1ðq1 2 QÞ.
An example of DSM as shown in Figure 2 to explain

how it realizes discrete motion decision-making. Let the

motion mode be Q¼ {skipping, walking, running, nod-

ding, spanning, handshaking}. If the motion mode for

one character is q¼walking, space-time constraints im-

posed by the virtual environment and other characters

are con, satisfying con 2 �0 ¼ fa0,a1,a2,a3,a4,a5g; the

mode q1 2 Q0 ¼ {skipping, running, nodding, spanning,

handshaking} will be selected. For example, if con is

meeting people, the motion mode of character will be

changed to handshaking. When con encounters a

trap, the motion mode of character will be changed to

spanning.

SolvingContinuousMotions

ApproximatingContinuousMotions

To enable animated character moving on the planned

path in a virtual environment which differs from the

realistic one, we transform the captured motion to make

the character pass the planned path first and get the

approximate pose at each instance for each character

moving in the new scene, which simplifies the process of

solving continuous movement of each character. We use

Euclid angle and translation vector to represent the

movement sequences of the animated character. The

original motion is then transformed in order to cover

the planned path using cycle extension and displace-

ment mapping.

Human Model. The human model adopted in the

video-based motion capture system developed by our

lab is different from the markers and special reflective

objects adopted in Fua et al.,15 which are costly and

inconvenient. We have designed a suit of tight clothing.

At each joint of the tight clothing there is a block with a

unique colour. Compared with special markers or sen-

sors appended to the body, it has several advantages: (1)

it is inexpensive, easy to implement and convenient to

track; (2) it is free from constrained movement. Based on

the tight clothing, we have defined the corresponding

human body as a set of rigid body parts connected

by joints, and human motion as the movement of the

Figure 2. Example of DSM.
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human skeleton. Figure 3 is the adopted skeleton model,

which consists of 16 joint points. Our target of motion

capture is to extract the 3D human body movement

sequences of each colour block’s centre on the tight

clothing.

Motion Sequence. Depending on motion capture

data and human motion as rigid body movement, we

can represent the motion sequence Q(t) as:

QðtÞ ¼ ðqðtÞ; p0ðtÞ; . . . ; pnðtÞÞ ¼ ðqðtÞ; pðtÞÞ ð1Þ

where q(t) is the translation vector of point root (as seen

in Figure 3) at time t, and pi(t) is the rotation angle of

joint i at time t.

Cycle Extension. The frame number of captured mo-

tion may be too small to be used directly in an animated

character of a new environment; therefore, cycle exten-

sion should be used to extend the cycles of motion. If the

movement sequence of original motion in cycle T is

Q(t)�Q(tþT), the orientation to extend will be

ðpðt þ TÞ � pðtÞÞ=kpðt þ TÞ � pðtÞk. The corresponding

movement of n cycles will be depicted as:

Q0ðtÞ ¼ QðtÞ � ðnðqðtþ TÞ � qðtÞÞ; ðpðtþ TÞ
� pðtÞÞ=kpðtþ TÞ � pðtÞkÞ

Displacement Mapping. Since the start point and

direction of movement of different paths are different

from the original motion, displacement mapping should

be applied to transform the original motion. Let original

motion be QðtÞ and transformed motion be Q0ðtÞ after

applying displacement mapping to QðtÞ. Let the displa-

cement vector from QðtÞ to Q0ðtÞ be ðUðtÞ,VðtÞÞ. U(t) and

V(t) are translation vector and rotation angle at time

instant t, respectively. T(t) is the translation vector

from QðtÞ to the original point of the world coordinate

system at time instant t. Displacement mapping can be

depicted as:

Q0ðtÞ ¼ QðtÞ � ðUðtÞ;VðtÞÞ ð2Þ

We can work out ðUðtÞ,VðtÞÞ depending upon the

planned paths. We can calculate the movement se-

quences which make animated characters move on the

planned paths using equation (2).

A few artificial motion properties, such as slipping

and two legs hanging in the air, will be involved in the

initial motion resulting from above motion transforma-

tion. The reason for these artefacts is that some essential

space-time constraints are not imposed by the ambient

virtual scene or animators. Therefore, we need to apply

motion collaboration among the characters and the

virtual environment to produce enough essential con-

straints for solving natural continuous movement for

each character in the following subsection.

Solving ContinuousMotions Basedon
Space-TimeConstraints

In a scene, specific space-time constraints should be

imposed for multiple animated characters to cooperate

with each other at the same time. The aim of a space-

time constraint method presented by Gleicher is to

produce motion, which satisfies space-time constraints

and minimizes objective function of movement. Gener-

ally, space-time constraints specify what a character will

do in a certain space and time, while objective function

specifies how to accomplish this motion. Continuous

motion solving produces a dynamic motion, which

satisfies both the specified space-time constraints and

objective function.

Space-Time Constraints. Space-time constraints are

special restrictions on a character’s movement imposed

by the virtual environment and other characters in time

and space. It specifies what the character does, which

makes the character move depending upon ambient

circumstance but preserves the vividness and inherent

properties of motion. For space-time constraints, it can

be specified dynamically or cinematically. Dynamically,

the constraints to be considered are very complex.

Therefore, only kinematic space-time constraints are

generally considered so as to limit the movement of

Figure 3. Human model.
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character in space and time domains. Typically, space-

time constraints are described as a set of equations. In

continuous motion resolving, differential constraints are

specified during a period of time, and they can be

transformed to the constraints at one time instant. We

solve each frame to satisfy constraint functions and

objective function in movement sequences.

Space-time constraints are commonly described as a

set of constrained equations, which can be described as:

FðqðtÞ; p0ðtÞ; . . . ; pnðtÞÞ ¼ C

where t is the time instant of character movement, q(t)

and pi(t) are the parameters of character movement and

C is a constant.

Major space-time constraints used in continuous

movement resolving include:

1. Position constraints: qðtÞ ¼ C0, where C0 is the posi-

tion constant.

2. Pose constraints: piðtÞ ¼ C1, where C1 is the Euclid

angle constant.

3. Position constraints supporting animated character

body: qiðtÞ ¼ C2, where i is joint i and C2 is the

position constant.

Objective Function of Movement. Objective func-

tion concerns how to accomplish a motion. In resolving

continuous motion, after specifying objective function

for character movement, the system is able to select an

exclusive solution from a set of reasonable solutions. In

general, it is difficult to get a perfect objective function,

and users directly use constraints as objective function,

the interactive performance of which enables the user to

make adjustments by adding more constraints. Gleicher

pointed out that there are some drawbacks to simply

minimize the magnitude of the parameter vector. One

particular problem is that different parameters often

have vastly different effects.8 To overcome these pro-

blems we use a weighted sum-of-squares of the para-

meters. Our objective can be seen as an approximation

to the function that minimizes the displacement from

the ideal position.

In motion fusion, two major objective functions are:

1. Minimizing the difference of position between ideal

joints and practical joints, which can be described as:

Min sum ¼
Z tend

tstart

X16

k¼1

Wðt; kÞkpkðtÞ � p̂kðtÞk2dt

 !

where pkðtÞ is the coordinate of joint k after motion

fusion, p̂kðtÞ is the coordinate of joint k before motion

fusion, tstart and tend is the start and end in the region

of motion edition, respectively, and Wðt,kÞ is a

weighted factor of joint k at time t.

2. Minimizing the difference of movement before and

after motion editing, which can be described as:

Min sum ¼
Z tend

tstart

WðtÞkQðtÞ �Q0ðtÞk2dt

� �

where QðtÞ is the pose after motion editing, Q0ðtÞ is

the ideal pose and WðtÞ is a weighted matrix.

Re-solving Continuous Movement. The collision

and constraints in motion fusion are described as a set

of equations; therefore, we can view the motion

fusion problem as constrained numerical optimization.

Non-linear equations cover potentially large numbers

of constraints and variables since we create a single

problem for multiple motions, which makes solving

multi-character motion fusion all the more challenging.

For simplicity, We can build approximations of the

non-linear problem for solving non-linear problems.

Iteration algorithms and initial solution, discussed

above, are used to obtain an exact solution. We use the

algorithms discussed in Gleicher,8 which belong to a

class of sequential quadratic programming that has

linear constraints and quadratic objective functions.

Moreover, only equality constraints are considered in

our solver.

Motion Rectif|cation

The solved motion after discrete motion decision-mak-

ing and continuous motion solving reveals a few limita-

tions: (1) jitter resulted from linear interpolation, which

lacks vividness and naturalness; (2) bumpiness of mo-

tion trajectory was because continuous motion solving

does not consider the smoothness of the trajectory; (3) an

unnatural motion mode was selected for some charac-

ters. Therefore, motion rectification, namely the smooth-

ing of the solved motion, must be applied.

Filter of Motion Trajectory. From the discussion

above, we know that the translation vector of motion

is composed of a set of discrete moving points. We

adopt the following motion filter method: fit the discrete

points, and then generate the curve of motion, which

minimizes the difference between the specified trajec-

tory and the solved curve. The generated continuous

curve is then used to update the translation vector of

motion sequence.
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Imposing Constraints of Feasible Motion. Usually,

it is impossible to create transitional motion by linear

interpolation. For instance, the body may hang in the air.

We reimpose feasible constraints on the motion and use

inverse kinematics to solve the position of each joint for

vivid motion.

Filter of Limb Movement. By using a Kalman filter,

we can remove noise and overcome the inconsistency of

limbs resulting from the above methods.

Experimental Results

Based on the discussion in the previous sections and other

research,16 our lab has developed a video-based human

animation (VBHA) system with two cameras. It is imple-

mented with Visual Cþþ and can run on the Windows X

platform. Its main functions include calibration, feature

tracking, 3D reconstruction, motion editing, multiple ani-

mated character motion fusion and production animation.

Figure 4 shows the results of walking motion cap-

tured from the video sequences of walking. Two general

CCD cameras are used to capture walking motion

performed by the player in tight clothing. Figure 4(a)

presents key frames in video sequences. Figure 4(b) and

(c) show 3D motions extracted from video. Figure 4(b)

presents the captured 3D human model sequences from

elevation. Figure 4(c) presents human model sequences

from side elevation. These figures demonstrate the

effectiveness and vividness of our motion capture.

In Figure 5, we demonstrate the main ideas of multi-

character motion fusion. The motion trajectories of

Figure 4. Captured motion of walking.

Figure 5. Process of motion collaboration and solving.
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four characters planned by the animator are shown in

Figure 5(a); the spheres denote starting points and the

rectangles denote ending points of animated characters.

Figure 5(b) shows four possible collisions of multiple

animated characters’ motion detected by the system

(denoted by a circle) and the functions specified by the

animator (denoted by a dashed circle). Discrete motion

modes and constraints, which result from motion colla-

boration and collision detection, are transported to the

motion-solving layer. The trajectory of continuous

movement solved by our system is seen in Figure 5(c).

To test the feasibility and efficiency of the multi-

character motion fusion approach presented in the

paper, we fuse multiple motions of animated characters

into one scene with captured motion data. Figure 6

shows the experimental result that fuses motions of

four characters into one non-structured virtual environ-

ment with a door and a barrier. Animator specifies

initial motion trajectories of each character and passive

collaboration, such as handshaking, while the system

automatically selects the motion mode and produces

continuous movement of each character. In the motion

collaboration layer, once having detected the door in the

scene, the system selects the motion mode depending on

the relative height of the character and the door. Simi-

larly, when the barrier is detected, the system makes the

decision of spanning the barrier independently. In the

motion-resolving layer, continuous movements of each

character are generated based on space-time constraints

and motion mode. From Figure 6, we can see that

feasible discrete motion mode and vivid continuous

movement can be generated by our system.

Analysis of the results of our system revealed three

limitations of fusing the motions of multiple virtual

characters.

First, it is essential for our system to save the 3D

position of the virtual environment beforehand. Unlike

the human, our system cannot reconstruct a 3D virtual

environment automatically. Consequently, a complex

virtual environment is still not practical.

Second, a DSM can make an intelligent decision of

motion mode. But a perfect database of constraints and

behaviour is required, which is difficult to obtain. More-

over, once a suitable rule of DSM for some character is

not found in the database, DSM will fail. As the result,

we think that machine learning should be introduced to

improve the decision-making of DSM.

Finally, in fusing the motions of multiple virtual

characters, our system has not finished planning the

path for each character automatically. At present, we

specify the path for each character manually.

Conclusions

This paper presents a new idea of multi-character mo-

tion fusion and its relevant implementation approaches.

By fusing motions captured in a structured environment

into one non-structured virtual environment, we stu-

died and implemented the collaboration between char-

acters as well as the collaboration between character and

virtual environment. The DSM method, adopted in

solving discrete motion mode, enhances the perception

and self decision-making of the virtual characters as

well as improving the automation degree of multiple

animated characters working cooperatively in complex

circumstances. Moreover, motion transformation pre-

sented in this paper improves the reusability of motion

capture data and simplifies the process of solving con-

tinuous movement by redirecting original motion data

to a new path in a virtual environment through cycle

extension and displacement mapping. High automation

and high reusability make our presented approach

highly applicable in computer animation and computer

games.

Further studies on our multi-character motion fusion

approach should be concentrated on the following. (1)

In discrete motion mode decision-making, the number

of rules in DSM determines the correctness of reasoning.Figure 6. Multiple animated characters motion fusion.
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A better decision-making capability should be studied

for a complex environment. (2) In motion fusion, con-

straints imposed by a complex virtual environment

increase as the number of the characters increase, and

computation complexity rises. Further research is ex-

pected to improve the efficiency of the algorithm and

lower the computation complexity. (3) There is a trend

for studying autonomous cooperation among several

characters in the computer animation field. We should

lucubrate the artificial life science application in com-

puter animation.
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