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Abstract. CORIE is a pilot environmental observation and forecasting
system (EOFS) for the Columbia River. The goal of CORIE is to charac-
terize and predict complex circulation and mixing processes in a system
encompassing the lower river, the estuary, and the near-ocean using a
multi-scale data assimilation model.

The challenge for scientists is to maintain the accuracy of their modeling
system while minimizing resource usage. In this paper, we first propose a
metric for characterizing the error in the CORIE data assimilation model
and study the impact of the number of sensors on the error reduction.
Second, we propose a genetic algorithm to compute the optimal config-
uration of sensors that reduces the number of sensors to the minimum
required while maintaining a similar level of error in the data assimila-
tion model. We verify the results of our algorithm with 30 runs of the
data assimilation model. Each run uses data collected and estimated over
a two-day period. We can reduce the sensing resource usage by 26.5%
while achieving comparable error in data assimilation. As a result, we
can potentially save 40 thousand dollars in initial expenses and 10 thou-
sand dollars in maintenance expense per year.

This algorithm can be used to guide operation of the existing observa-
tion network, as well as to guide deployment of future sensor stations.
The novelty of our approach is that our problem formulation of network
configuration is influenced by the data assimilation framework which is
more meaningful to domain scientists, rather than using abstract sensing
models.

Key words: Sensor selection, network configuration, coastal monitoring, data
assimilation, genetic algorithm

1 Introduction

Earth and ocean sciences confront great opportunities and challenges in under-
standing the complex behaviors of large-scale physical systems with next genera-
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tion sensing systems [6]. Modeling the behavior of the oceans and river estuaries
is a challenging but important research field. In order to understand the state of
the physical process, sensors are deployed in the environment to collect data for
the modeling process. Ideally, a highly dense network of sensors will enable the
collection of fine-grained information about the physical system under observa-
tion. However, for systems that operate over a large geographical region, such a
deployment of sensors is infeasible. Hence, most of the existing large-scale sens-
ing systems only deploy a sparse network of sensors and use advanced numerical
methods in estimating and modeling the physical processes.

Figure 1 shows CORIE, an observation network that monitors the Columbia
River estuary and the Eastern North Pacific ocean. CORIE integrates a real-time
sensor network, a data management system and advanced numerical models. The
goal of CORIE is to characterize and predict complex circulation and mixing pro-
cesses in a system encompassing the lower river, the estuary and the near-ocean.
The CORIE observation network includes an extensive array of 24 stations in
the Columbia River estuary and the nearby coastal ocean. At each station, vari-
able combinations of in-situ sensors measure one or more physical properties of
water or atmosphere. Water temperature, salinity, and water levels are measured
at most stations. Profiles of velocity and acoustic backscatter are measured at
three stations.
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Fig. 1. CORIE Data Assimilation Architecture. Source: The CORIE project website

Data assimilation combines observational data with numerical data models
to produce an estimated system state for the physical process. Data assimilation
plays an important role in predicting the state of the dynamic physical process
such as estuary circulation, weather and climate changes. Unlike low-powered
wireless sensors such as the popular Crossbow motes which are tiny and cheap,
the sensor stations in ocean monitoring are usually very expensive to deploy and
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operate. Such stations typically have a number of sensors between the surface
and the anchor, providing a vertical array of sensors. Measurement data from
the observation network directly impacts the accuracy of the estimated system.
Hence, finding a suitable network configuration is an important problem in de-
ploying and operating an observation network because it can help reduce the
resource usage while maintaining or improving the estimation accuracy.

In this paper, we first propose a metric for characterizing the error in the
CORIE data assimilation model and study the impact of the number of sensors
on the error reduction. Second, we propose a genetic algorithm to compute the
near optimal configuration of sensors that reduces the number of sensors to
the minimum required while maintaining a similar level of error in the data
assimilation model.

This problem is relevant to the sensor network research community because
the deployment of the existing observation network was based on an intuition of
the underlying physical process, with little knowledge about how sensor place-
ment would affect the resulting data models. Hence, a solution to the problem
will help conserve resources by using fewer sensors.

The problems in oceanography have their own distinct challenges. First, the
physical model is extremely complex. Unlike models in previous work [1, 8, 20,
11,12], we address a complex 3D circulation and mixing processes in a system
encompassing the lower river and the estuary. This has been formally recog-
nized as a challenging task in ocean modeling [10]. Second, the computation is
very expensive due to its large state space size. For example, the state space
size of the CORIE model is 878,850. Given larger memory and computing plat-
forms, this number would increase with new resources by increasing spatial and
temporal resolution. Third, the observation model incorporates multiple sensing
modalities such as salinity, temperature, elevation, and velocities. Each sensing
modality provides different information about the observed environment. There-
fore, the solution must take into account not only the correct set of sensors but
also the correct type of sensors to ensure good estimation results. In addition, the
solution must be model independent so that it can be used in other environmen-
tal monitoring deployments provided that they use the same data assimilation
framework. Fortunately, the framework we use is a state-of-the-art data assimi-
lation and estimation system [10]. Finally, selecting an optimal sequence of sets
has already been shown to be NP-hard in many settings [1]. Therefore, we must
consider not just only polynomial class solutions but also how much time it
actually takes to converge to an acceptable result.

We present a method to partially address the problem of finding near optimal
network configuration for an observation network, which uses a data assimilation
framework based on a sigma-point Kalman filter [10]. The main contributions of
this paper are:

— We formulate the problem of optimizing network configuration based upon
data assimilation (Section 3) and apply it to an ocean modeling application.

— We propose a framework that uses genetic algorithms to partially address
the problem of selecting a suitable subset of sensors (Section 4).
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— We evaluate the approach on data from the CORIE observation network
(Section 5) and demonstrate that we can reduce the use of sensing resources
by 26.5% and operating expenses by $10,000 a year while maintaining a
similar level of estimation accuracy.

2 Data Assimilation Overview

This section provides a brief overview of the CORIE data assimilation framework
used in the formulation of the sensor selection problem. While we describe only
the data assimilation framework used in the CORIE project [10], we do not
imply that the problem is only applicable for this specific framework. In fact,
the problem is suitable for any situation provided that the error of the estimation
can be calculated.

2.1 CORIE Data Assimilation Framework

The complete data assimilation framework, proposed and implemented by Frolov
et al. [10], is complex and draws upon several disciplines including numerical
analysis, machine learning, and estimation theory. We provide a brief overview
of CORIE here and refer readers to [10] for more details. Figure 1 shows the
high level components of the CORIE modeling system. It integrates model and
field controls. The main purpose of CORIE is to simulate 3D circulation in the
region that lies between the Columbia River estuary and near ocean but also
extends further inland in Oregon, USA to the Eastern North Pacific. CORIE
performs multiple tasks and provides the following: short term forecasts, actual
past conditions, characteristic climatology conditions, and scenario conditions.
In order to accomplish these tasks, one of the key components is data assim-
ilation which integrates observational data from sensors into a non-linear ocean
model. The model integrates information from the CORIE network, Doppler
radar and remote sensing with forcings from the river, estuary, winds, atmo-
sphere, and ocean to predict the behavior of the underlying physical processes.
The work of Frolov et al. [10] proposes and implements a fast framework with
model surrogates for data assimilation, illustrated in Figure. 2. The data assimi-
lation framework includes two main components. The first component is off-line
learning illustrated on the left block in Figure. 2. Its main purpose is to train a
model surrogate, which is an equivalent model in the reduced space. In order to
do that, the original system state of 878,850 variables is reduced to 60 variables
using principle component analysis, a popular method for extracting patterns
and compressing data [17], based on the singular value decomposition (SVD)
algorithm. The model surrogate is trained using a recurrent neural network [15].
All training is carried out off-line using an existing database of model hindcasts
generated by the traditional circulation model [18]. The second component is
data assimilation illustrated on the right block in Figure. 2. The core of the
assimilation algorithm is the sigma-point kalman filter [19]. The filter estimates
the state of the dynamic system using the model surrogate and measurements
from sensors. An existing framework such as data assimilation using ensemble
Kalman filter [9] is computationally very expensive, limiting its use. In contrast,
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Fig. 2. CORIE Data assimilation framework — Reproduced with permission from
Frolov et al. [10]

the model surrogate framework performs 1000 times faster than existing frame-
works and can significantly increase the estimation error reduction (defined in
Equation 2) on the given measurement set [10].

Clearly, this framework provides a significant contribution in improving the
estimation of the ocean model. Nevertheless, a trivial observation is that the
configuration of sensors including not only sensor location but also sensor type
plays a very important role in providing better estimation. Hence, there are two
problems:

— What is the configuration of sensors that would maximize the estimation
accuracy given an observation network?

— What is a subset of sensors to achieve or maintain a certain estimation
accuracy?

These have been proven to be hard problems [1]. In our work, we only address
a part of the latter problem, which we describe formally in the next section.

3 Problem Formulation

Network configuration refers to the number of sensors, their type and their lo-
cations. The configuration of sensors plays an important role in estimation in
general. For example, an object’s location in two dimensional space can be bet-
ter estimated from range measurements with a triplet of non-collinear sensors
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than with a triplet of collinear sensors. The temperature in a room can be bet-
ter characterized from sensors spread throughout the room rather than sensors
concentrated in one specific area.

Effect of Number of Sensors on Error Reduction
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Fig. 3. Number of sensors versus estimation error reduction

For example, we have run data assimilations on an increasing number of sen-
sors in CORIE network. Figure 3 shows the estimation error reduction (defined
in Equation 2) versus the number of sensors used in CORIE network. As we
can see, some sensors have more impact on error reduction than others 3. In
addition, some configurations of sensors might have lower error reduction even
though they have more sensors than other configurations. Therefore, finding a
minimum set of sensors that can provide the most information is an interesting
problem, the network configuration problem. Formally, it can be stated as the
following optimization problem:

min|S| subject to D(S) <eand SC A (1)

where A is the set of all sensor information A = {s1,$2,...,8,} and s; =
(type,x,y,z,0) in which type is the sensor type, which can be temperature,
salinity, or elevation. (z, y, z) is the sensor’s location. ¢ is the standard devia-
tion in the sensor reading obtained by calibration. ¢ is the threshold error. D(.S)
is the simplified form of the function of error reduction of the data assimilation.
In other words, it is the cost function to be optimized. D(S) can be calculated
as the estimation error reduction as follows:

_twin — zs_data).?
ermr,reductionzl—Sum[(xs win — zs—data) 7]

(2)

sum|(zs_twin — xs_ free).?]

3 We compare the error reduction in data assimilation using the observational data
relative to relying on the numerical model alone.
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where xs_twin is the true system state, xs_data is the estimated system state,
xs_ free is the simulated system state, i.e., the estimated system state with-
out considering sensor measurements. The notation (.).2 denotes the vector of
squared elements. We can consider sum|(zs_twin — xs_data).?] as the squared
error of the data assimilation using sensor measurements and sum/[(xs_twin —
zs_ free).?] as the squared error of the data assimilation without sensor mea-
surements. Hence, Equation 2 shows how much error the data assimilation can
reduce when it uses additional sensor measurements.
A similar derived optimization problem can be formulated as follows:

max|D(S)| subject to S C A and |S| =n (n < |A|) (3)

to find a configuration of the network that maximizes the error reduction D(S)
of the data assimilation.

There are several parameters to be considered here. The first parameter is a
sensor’s type. Intuitively, sensors of different types may provide a better data set
for data assimilation than sensors of a single modality e.g. temperature sensors.
The second parameter is the sensor location. It is important that sensors should
be deployed in critical locations such that they together report data representing
the underlying physical process. The final parameter is the number of sensors
which is our optimization objective. Unfortunately, the complete problem is very
difficult to solve due to the fact that selecting an optimal sequence of sets is NP-
hard [1] and the behavior of function D(S) is unknown. Therefore, our work can
only address a part of the problem where the sensor locations are fixed. Hence,
the problem becomes a sensor selection problem. The next section presents our
approach to solve this problem.

4 Sensor Selection Using Genetic Algorithm

The key idea in our proposed solution is to apply genetic algorithms to search for
an acceptable sensor set. We consider genetic algorithms (GAs) for this prob-
lem because they have been applied successfully to a variety of optimization
problems, and especially for optimizing the topology and learning parameters
for artificial neural networks [15]. GAs can search for the optimal solution by
observing the behavior of the system without actually knowing how the system
works. GAs can optimize cost functions with multiple minima without numerical
gradients for the cost functions. Hence, it is well suited for our sensor selection
problem because we have little prior knowledge about the relationship between
the error reduction and the configuration of sensors. For a complete discussion
on genetic algorithms, please see [15].

The search for an appropriate configuration begins with a collection of initial
configurations. Members of the current population are used to generate the next
generation population by means of operations such as random mutation and
crossover, which are patterned after processes in biological evolution. At each
step, the configurations in the current population are evaluated by the reduc-
tion of error after data assimilation. Those with the highest error reduction are
selected probabilistically as seeds to produce the next set of configurations.
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4.1 Representing The Network Configuration

We employ a standard hypothesis bit-string (or chromosome) representation that

is often used in GAs. The advantage of this representation is that it can be easily
manipulated by genetic operators such as crossover and mutation.

Since we are only optimizing the number of sensors in the network, the net-
work configuration can be represented by an n-bit string 10111...1
—_—

n
where n is the total number of sensors in the network.

0 means that the sensor is not used.

1 means that the sensor is used in the configuration.

For example: 10101 is a configuration of a network of 5 sensors in which the
1t 37 and 5" sensors are used while 2"¢ and 4** sensors are not used.

4.2 Fitness Function and Selection

The fitness function defines the criterion to rank the configurations for the pur-
pose of selection. In our problem settings, the most appropriate criterion is the
error reduction in data assimilation. Hence, the fitness function calculates the
error reduction in the data assimilation using that configuration.

There are several popular selection methods such as fitness proportionate
selection, tournament selection, and rank selection. Each selection method has its
own advantages and disadvantages [15]. In our approach, we use the tournament
selection method which runs a competition among a few individuals selected
randomly and select ones with the best fitness. The tournament selection method
often yields a more diverse population than other methods. Hence, a broader
range of configurations can be considered during training.

4.3 Crossover and Mutation

We use standard settings for the crossover and mutation functions. We use scat-
tered crossover as the operator instead of single point or intermediate crossover
because it maximizes the information exchange among individuals. We use the
gaussian mutation strategy because it is popular and standard in GAs.

5 Experimental Results

This section describes the experiments conducted to evaluate if GAs can produce
a good set of sensors. The hypothesis we propose and test is that the sensor
set found by a GA can save significant resources while maintaining a level of
estimation accuracy similar to the current observation network.

The metric we used is the same as the cost function in Equation 2 because
it is the optimization criterion. The evaluation of the sensor set is based on the
error reduction in the data assimilation using the data from this configuration.

sum|(zs_twin — xs_data).?]

(4)

_reduction =1 —
crror-reauction sum|(zs_twin — xs_ free).?]
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The error_reduction lies between 0 to 1 because sum[(xs_twin —zs_data).?] is
smaller than sum|(zs_twin—xs_ free).?] as the measurements are incorporated
in the estimation of xs_data. Ideally, the higher the error_reduction is, the
better the set of sensors.

Another metric that we consider is the cost of sensor equipment, deployment,
and maintenance, that we can save by reducing the number of fully operational
sensors in CORIE. We assume the costs for different sensors are the same. In
practice, this is not true. Deployment and operation costs for sensors depend on
sensor location and sensor type. However, we simplify the model to give an idea
of how much money we can save by selectively reducing the number of sensors
as follows:

cost_reduction = (eq_cost + dep_cost + mnt_cost) x num_sensor  (5)

where num_sensor is the number of sensors we can remove from CORIE. The
average equipment cost, eq_ cost, is approximately $4,500 per sensor. The deploy-
ment cost, dep_cost, is about $500 per sensor. The maintenance cost, mnt_cost
is about $1000 per sensor. These are derived from actual costs in CORIE. We
do not take into account the cost to deploy the station and the power and com-
munication system because we can use one station for several sensors.

5.1 Experimental Design
We conduct the experiments using data from the CORIE observation network.

The network consists of 23 stations with 34 sensors deployed in the Columbia
river estuary.
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Fig. 4. Results: a) The error reduction converges and reaches a stable state after 10
generations. b) The error reduction of the data assimilation using 25 GA-selected sen-
sors is only 1.55% smaller than using all 34 sensors.

Due to the fact that we never know the true state of the dynamic system, we
set up twin experiments that use the real data to estimate the true state of the
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system and use this estimated true state to simulate the measurements for the
data assimilation.

We use a separate hindcast data xs_twin and consider it as the true state.
xs_twin is then used to simulate the observations from the sensor network. The
measurements are used as the input to the data assimilation. The output of
the data assimilation is xs_data, which is the estimated system state. On the
other hand, by using the model only, we also simulate xs_ free as the simulated
system state. xs_ free is obtained without data assimilation. Readers should
distinguish between the process model, which is known and used to simulate
xs_ free and the error reduction model, which we have little understanding
about. The settings for GA are listed below.

— Hypothesis representation: 34-bit chromosome

— population size: 20

— crossover rate: 0.8

— crossover operator: scattered

— mutation strategy : gaussian

— selection method: tournament

— number of generation: 30

— fitness function: average error reduction of 5 runs
— runtime: 35 days

Due to limited processing capability, we do not set the threshold error reduc-
tion € to find the configuration. Instead, we observe the best configuration after
30 generations.

5.2 Results and Analysis

The experiments finished after 35 days with the error reduction convergence.
One might wonder about the experiment run time. As we mentioned earlier,
the 3D circulation model state size is 878,850 — 8370 grid points x [(1 salin-
ity + 1 temperature + 2 velocities) x 26 levels + 1 elevation]. Although the
data assimilation is operated in the reduced space of 60 variables, the evaluation
of error reduction of individual sensing type must be done in the full space of
878,850 at each time step. Hence, one complete data assimilation alone takes
20 minutes on 2-day data. The total time to finish the GA can be estimated
as 20x30x5x0.3/24 = 37.5 days. However, this number can be significantly re-
duced by leveraging the inherent parallelism in GA. For example, the total time
can be reduced to one week if 5 machines are used for the experiment. However,
this motivates the design of a new algorithm to make GA parallelism possible.
This is not the focus of our work. However, there exist several popular ways to
accomplish it [15].

The best configuration after the 30*" generation was:
1111101001111111100111100101110111.

This means that 9 sensors or 26.5% resources are not used. We verify this
configuration by the second experiment, in which we run data assimilation 30
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times for 2-day data. The error reduction achieved was 75.42%. This is only
1.55% lower than that using all 34 sensors as shown in Figure 4.

If the difference in the error reduction is negligible, it means that we can save
9 sensors. According to the estimated costs for initial equipment, deployment and
maintenance, we can save around 40 thousand dollars of initial expense and 10
thousands dollars for maintenance per year.

6 Related Work

The problem of network configuration or sensor selection has attracted significant
interest in the sensor networks research community. Several papers [22] [13] [20]
[1] try to address the problem for varying classes of sensors, network scale and
the underlying physical process that the network is monitoring.

In one of the earliest works on the sensor coverage problem, Megeurdicherian
et al. [14] proposed a solution that given the knowledge of existing sensor posi-
tions uses Voronoi diagrams to compute the maximal breach paths in the sensor
field and find gaps in coverage, where additional sensors can be deployed. Sim-
ilarly, Wang et al. [21] proposed a solution to network coverage by integrating
sensing and connectivity constraints. The limitation of their work is that they use
a simple signal attenuation model for a particular sensing modality to evaluate
the utility of each sensor, rather than considering the complete data assimilation
process.

Willett et al. [22] proposed an adaptive sampling scheme called Backcasting.
They try to address a similar problem to ours, which is to minimize the number
of active sensors while maintaining high accuracy. However, they assume a dense
uniform distribution of sensors and eliminate sensors by considering the correla-
tion of the environment estimated from a fusion center. The context in coastal
modeling is slightly different w there are only a few expensive sensor stations
deployed in a very large geographical area. Hence, the assumptions are no longer
valid.

One direction in solving the sensor selection problem for target tracking tries
to use concepts from information theory [8] [13] [20]. Ertin et al. [8] and Liu et al.
[13] consider the mutual information between the predicted sensor observation
and the current target location distribution as the criterion for selecting sensors.
This approach works because mutual information actually represents the reduc-
tion in the uncertainty of one random variable to the knowledge of the other [4].
Wang et al. [20] overcome the expensive computation of mutual information by
introducing an entropy-based approach. The authors claim that the difference
between the entropy of the probability distribution of the sensor view and the
entropy of the sensing model for a true target is strongly related to the mutual
information. Hence, this information can be used to sort sensors more quickly
while still maintaining similar results. While these attempts show very interest-
ing findings, they are formulated for target tracking and localization problems. It
is unclear how the approaches can be applied to the ocean monitoring problem.
In addition, the approaches implicitly assume that a greedy selection of the set
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of the most informative sensors provides the most information. However, as we
observed in our data assimilation problem, this is not always the case.

The work of Krause et al. [12] and Bian et al. [1] formulate the problem as a
form of optimization with some cost function, utility function or sensing quality,
subject to constraints such as energy consumption [1] or communication cost [12].
We found that they are very close to our problem theoretically. However, their
problem context is different from ours because we do not have any constraints
on energy or communication cost. All sensor stations in CORIE are wired with
power and data cables. Another difference is that our problem addresses a very
large and complex geographical region, the Columbia river estuary. Therefore,
determining the super modular utility function [1] or predicting sensing quality
[12] is infeasible.

There are various works attempting to solve related problems such as adap-
tive sampling for localized phenomena [7], and sensor deployments that differ
from our work in that they optimize certain specific criteria [16] [2] [5]. The
problems are related but different to ours. Therefore, most of their approaches
are not applicable to the problem we address.

Finally, there are attempts to use genetic algorithms to select sensor parame-
ters [3] or select noisy sensor data [11]. Our work is different in that we show that
we can use genetic algorithms combined with data assimilation for applications
in ocean observation and coastal monitoring.

7 Future Work

Genetic algorithms do not use knowledge about the relationship between sensor
configuration and monitoring precision. However, detailed investigation about
the physical process model may help in better explaining the relationship be-
tween sensor configuration and monitoring precision. We also would like to as-
sess the effectiveness of the genetic algorithm results with monthly, seasonal, and
yearly environmental changes.

As mentioned before, finding an optimal configuration of sensors is an un-
solved hard problem. As future work, we would like to investigate optimization
algorithms that take into account not only the number of sensors but also the
sensor type and sensor location to determine an optimal network configuration.
We would also like to try our framework with other modeling and sensing systems
such as atmospheric sensing besides the Columbia river estuary system to ensure
the usefulness of our approach in practice. Finally, in sparse wide-area observa-
tion networks such as CORIE, the long term data collection from static stations
is often augmented with opportunistic data collection from mobile stations. In
the CORIE project, Clatsop Community College’s M/V Forerunner serves as a
mobile station of opportunity, and several cruises have been conducted over the
years. As part of the CORIE project, we are currently investigating how to guide
the trajectory of these vehicle cruises to optimize the observation process.
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8 Conclusion

CORIE is a pilot environmental observation and forecasting system for the
Columbia River. The CORIE observation network differs from low-power, dense
wireless sensor networks in one aspect - sensor stations are sparse and expensive
to deploy and maintain. The challenge for scientists is to maintain the accuracy
of their modeling system while reducing the use of expensive resources.

We showed that genetic algorithms can aid in optimizing the configuration
of the CORIE observation network. Specifically, we were able to reduce the
number of observation stations without compromising the accuracy of the state
estimate; leading to potential savings in the deployment and maintenance cost
for the observatory. The novelty of this paper is that our problem formulation of
sensor selection is influenced by the data assimilation framework which is more
meaningful to domain scientists, rather than by abstract sensing models. Our
approach and algorithm are simple and potentially generalizable to other wide
area environmental sensing systems.
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